Effects of speaker types and L1 backgrounds on the linguistic complexity of learners’ writing
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Abstract
This study investigated the differences in linguistic complexity between different types of English users, including native speakers (NS), English as a foreign language (EFL) learners, and English as a second language (ESL) learners in terms of Kolmogorov complexity. Furthermore, we explored how first language backgrounds affect linguistic complexity. Our dataset contains 2272 argumentative essays produced by English NSs and upper-intermediate learners from four ESL and six EFL countries/regions. Results showed that significant differences existed between the writings of NS, EFL, and ESL regarding overall and syntactic complexity. Specifically, the rank of overall complexity (NS > ESL > EFL) indicates that learners from countries/regions with higher exposure to English tend to produce overall more complex writings. Concerning syntactic complexity, EFL learners produce the most complex writings, while NS produces the least complex, indicating that essays written by EFL learners contain the most fixed word order patterns. In contrast, no significant difference was detected in morphological complexity among the NS, ESL, and EFL groups, suggesting that native and upper-intermediate non-NSs exhibit a similar range of morphological forms in their writings. Additionally, our results showed a larger effect of first language backgrounds over English speaker types on linguistic complexity, thus informing teachers to implement targeted writing instructions for learners from different countries.
Recent years have witnessed a growing academic interest in linguistic complexity of second language (L2) writing research, as evidenced by a large number of relevant studies (Barrot & Gabinete, 2021; Biber et al., 2020; Ehrer & Barrot, 2021), planning time (Seyyedi et al., 2013), and learner’s first language (L1) backgrounds (Khushik & Huhta, 2020). Although these studies are certainly informative, most of them focus on syntactic complexity or lexical complexity, leaving morphological complexity rarely explored (Brezina & Pallotti, 2016; Martínez-Adrían, & Nieva-Marroquín,
Considering the multifaceted nature of L2 writing performance, such a gap may result in our limited understanding of variations of linguistic complexity in L2 writing.

Furthermore, little attention has been paid to the differences in linguistic complexity between different English speaker types, including native speakers (NS), English as a foreign language (EFL) learners, and English as a second language (ESL) learners. The existing literature investigating complexity variations among different types of English speakers either involved NS and merely one type of L2 learners (i.e., ESL/EFL) or considered all L2 learners from different L1 backgrounds as a whole group. As argued by Barrot and Gabinete (2021), NS, ESL, and EFL learners may possess their own distinct ways of producing the English language because of the different sociopolitical status and internal communicative functions of English. Thus, it would be essential to investigate the potential complexity differences among these three groups of English speakers.

To these ends, this study seeks to examine the differences in linguistic complexity between NS, EFL learners, and ESL learners by adopting Kolmogorov complexity, a holistic information-theoretic approach. Such a holistic metric can measure three facets of L2 writing performance simultaneously, namely, overall, syntactic, and morphological complexity. Taking into account these three sublevels of linguistic complexity, the present research will provide a more comprehensive perspective on complexity research in L2 writing performance, complementing the previous literature which focuses primarily on a certain sublevel.

Additionally, we went a further step to investigate how specific L1 backgrounds affect linguistic complexity. Previous studies have addressed the L1-related differences in various aspects of L2 writing, such as information structure, syntactic patterns, and lexical style, highlighting the necessity for a more careful examination of potential L1 effects in L2 complexity research (Lu & Ai, 2015). We believe that the findings of the present study will provide valuable insights into assessing L2 writing performances and help teachers implement effective pedagogical interventions by demonstrating how linguistic complexity differs between different types of English users and how L1 backgrounds affect linguistic complexity.

## LITERATURE REVIEW

### 2.1 Defining linguistic complexity

In L2 research, the term complexity comprises various levels and dimensions, thus lacking a clear-cut definition (Bulté & Housen, 2012; Pallotti, 2015). To uncover the multidimensional nature of L2 complexity, Bulté and Housen (2012) classified L2 complexity into relative and absolute complexity. Relative complexity is a subjective and agent-related concept, which concerns the cognitive difficulty of processing perceived by language users (Miestamo et al., 2008). By contrast, absolute complexity is an objective notion and is defined as the formal properties inherent in a linguistic system (Bulté & Housen, 2012). To elaborately gauge L2 learners’ performance, the general notion of absolute complexity was further divided into three components: propositional complexity, discourse-interactional complexity, and linguistic complexity.

In the current study, we focus on linguistic complexity, which refers to the absolute, objective, and quantitative properties of language units, features, and (sub)systems (Bulté & Roothooft, 2020). More specifically, we propose to use Kolmogorov complexity, which is defined as the length of the shortest description that can reproduce the sample texts (Juola, 2008; Li et al., 2004).

### 2.2 Metrics of linguistic complexity in second language research

Over the past decades, linguistic complexity has been widely operationalized using a variety of indices, some of which have been demonstrated to be reliable in gauging L2 learners’ language development and global proficiency. Precisely, concerning lexical complexity, lexical diversity metrics, including type–token ratio and Guiraud’s index...
and more recent lexical sophistication metrics such as n-gram association strength (Kim et al., 2017; Kyle et al., 2017) are proved to be effective in differentiating proficiency levels. Regarding syntactic complexity, previous studies demonstrated that measures dealing with the average length of production units (e.g., sentences, clauses, or T-units) and subordination (e.g., dependent clauses per clause and dependent clauses per T-unit) increased with proficiency levels (Lu, 2011; Ortega, 2003; Ouyang et al., 2022). More recent studies have addressed the call for finer-grained indices such as clausal complexity and phrasal complexity metrics (Kyle & Crossley, 2017, 2018; Zhang & Lu, 2022) and proved their predictive power of proficiency.

By contrast, few studies have examined the relationship between morphological complexity and L2 proficiency (Brezina & Pallotti, 2016; De Clercq & Housen, 2019; Pallotti, 2015; Yoon, 2018). Yoon (2018) investigated the syntactic, lexical, and morphological dimensions of language development among learners of varying proficiency levels. Concerning morphological complexity, results showed that significant changes existed across proficiency levels, but no significant difference was observed between adjacent proficiency levels. Yoon’s (2018) study is significant as it points out the potential applicability of morphological diversity in predicting learner proficiency. However, the morphological complexity index (MCI) adopted by Yoon (2018) was later demonstrated to be less predictable in gauging learner proficiency than the Kolmogorov morphological complexity, which exhibited a larger effect size in explaining differences across proficiency levels (Wang, Wang, & Wang, 2022).

Moreover, Wang, Wang, and Wang (2022) found that Kolmogorov overall and syntactic complexity performed best in distinguishing L2 proficiency, as compared to traditional syntactic and morphological complexity metrics as well as fine-grained syntactic complexity metrics. This positions the Kolmogorov complexity as a robust tool, capable of predicting learner proficiency through its three layers: overall, morphological, and syntactic.

To summarize, the studies reviewed have provided various effective indices that can reliably uncover the relationship between linguistic complexity and L2 proficiency. However, most of these studies fixed their eyes on lexical or syntactic complexity, with limited empirical studies targeting morphological complexity. Furthermore, except for Kolmogorov complexity, none of these metrics can capture the complex and multidimensional nature of L2 complexity simultaneously. Therefore, we propose to use Kolmogorov complexity, an information-theoretic metric, which can address three sublevels of linguistic complexity (i.e., overall, syntactic, and morphological complexity) at the same time, thus serving as an effective complement to previous studies.

2.3 Kolmogorov complexity

Kolmogorov complexity is defined as the length of the shortest possible description to regenerate the running texts (Juola, 2008; Li et al., 2004). Due to some mathematical problems, it is difficult to calculate this complexity metric directly (Kolmogorov, 1968). Instead, we can approximately compute Kolmogorov complexity by using an entropy estimation approach with the help of file compression programs like gzip, whose algorithm is built on structural redundancies of the sample texts.

Linguistically speaking, Kolmogorov complexity metrics differ from traditional complexity metrics in that traditional ones tend to emphasize certain structural and grammatical features, such as dependent clauses and relative clauses. On the contrary, Kolmogorov complexity is not feature specific but holistic as it takes the whole structural complexity of running texts into consideration. In other words, Kolmogorov complexity is not relevant to the meaning-carrying grammatical features but emphasizes surface structural redundancy, which deals with the recurrence or repetition of orthographic character sequences within a text (Ehret, 2021).

Therefore, Kolmogorov complexity is insufficient in detecting the changes of specific linguistic features compared with traditional complexity metrics. However, considering the significant effect of Kolmogorov complexity metrics in differentiating learner proficiency (Wang et al., 2022), we propose that Kolmogorov complexity metrics may complement the traditional ones to depict the variations of linguistic complexity across speaker types and L1 backgrounds. Additionally, Kolmogorov complexity’s ability to evaluate overall, syntactic, and morphological complexity
concurrently provides a comprehensive and multidimensional instrument for capturing the intricate nature of L2 complexity (Ehret & Szmrecsanyi, 2016).

Kolmogorov complexity was first utilized by Juola (1998) and afterward introduced in linguistic research. So far, it has been applied to investigate cross-linguistic complexity differences by analyzing parallel corpora that contain the original sample texts and their translations (Ehret & Szmrecsanyi, 2016; Juola, 2008; Sadeniemi et al., 2008).

More recently, Kolmogorov complexity has been proved to be applicable to non-parallel corpus data (Ehret, 2021; Ehret & Szmrecsanyi, 2019; Wang et al., 2022; Wang et al., 2022). For instance, based on naturalistic second language acquisition data, Ehret and Szmrecsanyi (2019) employed Kolmogorov complexity to investigate the relationship between the complexity of L2 English learners’ essays and the amount of instruction received by the essay writers. Results showed that increased L2 instructional exposure predicts increased overall complexity and morphological complexity but decreased syntactic complexity. Using British National Corpus, Ehret (2021) explored complexity differences between written and spoken registers of British English. The findings indicated that these two registers have no absolute difference in complexity, and that the difference is gradual rather than rigid. To conclude, those studies have provided compelling evidence for the reliability and validity of Kolmogorov complexity in conducting linguistic research.

2.4 Linguistic complexity across L1 backgrounds

By virtue of complexity metrics, researchers have investigated the relationship between linguistic complexity and various task, context, or learner-related factors (e.g., Seyyedi et al., 2013; Tabari & Wang, 2022; Yoon, 2021). One specific learner-related factor that has received increasing attention is learners’ L1 backgrounds.

For instance, Crossley and McNamara (2012) examined L2 English essays written by speakers with four L1 backgrounds and detected significant differences in syntactic complexity among these four groups. However, Crossley and McNamara (2012) only examined one syntactic complexity measure, that is, the mean number of words before the main verb. Lu and Ai (2015) extended the research scope by investigating the differences of 14 syntactic complexity indices in argumentative essays written by NS and EFL learners of 7 L1 backgrounds. Results indicated that despite having similar proficiency levels, learners with different L1 backgrounds might not develop in the same ways in some sublevels of syntactic complexity (e.g., degree of coordination and subordination). Additionally, Khushik and Huhta (2020) examined the syntactic complexity of writings produced by learners from Pakistan and Finland across three proficiency levels. They found that when proficiency was controlled, the most significant differences between learners across L1 backgrounds were found in the length-based metrics and phrasal density.

These studies contribute to our understanding of the effects of L1 backgrounds on linguistic complexity. However, to our knowledge, none of them has explored the differences in linguistic complexity between NS, ESL learners, and EFL learners. The study that most resembles our sphere of interest is that of Barrot and Gabinete (2021). They investigated whether there was a difference in the complexity, accuracy, and fluency in the argumentative writings of ESL and EFL learners. Specifically, Barrot and Gabinete (2021) found that essays written by ESL learners were significantly more complex than those of EFL learners regarding the mean length of clauses and the percentage of dependent clauses of all the clauses. However, Barrot and Gabinete (2021) merely investigated syntactic complexity and did not use NS as a baseline to measure the performances of EFL/ESL learners.

To these ends, based on 2272 essays collected from the International Corpus Network of Asian Learners of English (ICNALE)-Written, this study attempts to investigate the differences in linguistic complexity between the writings of NS, EFL learners, and ESL learners by using a novel information-theoretic Kolmogorov complexity at three complexity levels (i.e., overall, morphological, and syntactic complexity). Furthermore, we have investigated the effects of different L1 backgrounds on linguistic complexity. The research questions are as follows:

1. Are there any significant differences between essays written by different types of English speakers (i.e., ESL, EFL, and NS) in terms of overall, morphological, and syntactic complexity, respectively?
2. Are there any significant differences in the linguistic complexity of essays written by learners with different L1 backgrounds, and if yes, what are these differences?

3 | METHODOLOGY

3.1 | Corpus data

We used the ICNALE-Written (Ishikawa, 2011) as our corpus. The reason for choosing this corpus is threefold.

First, the ICNALE-Written, comprising 5600 argumentative written essays and amounting to 1.3 million tokens, is the largest international learner corpus focusing on Asian learners’ English. Specifically, this corpus contains writings produced by 2800 intermediate to advanced learners, who are categorized into four Common European Framework of Reference (CEFR)-linked proficiency levels (i.e., A2_0, B1_1, B1_2, and B2_0) based on the scores they received on the TOEIC, TOEFL, IELTS, or the English vocabulary size test (Nation & Beglar, 2007). In addition, the ICNALE-Written includes separate data from four ESL countries/regions (i.e., Hong Kong, Pakistan, the Philippines, and Singapore) and six EFL countries/regions (i.e., China, Indonesia, Japan, Korea, Taiwan, and Thailand), thus providing us with a large number of argumentative writing samples for analysis across various countries/regions.

Second, all the writing essays along with authors’ relevant metadata (e.g., age, English type, and English level) can be freely accessed at the ICNALE homepage (http://language.sakura.ne.jp/icnale/). Based on the metadata, subcorpora could be further extracted to accomplish our research objective. In this study, we specifically extracted essays with B1_2 level (an upper-intermediate CEFR-linked level) as the learner corpus data since this category provides a sufficient number of essays and tokens across Asian countries and regions (Barrot & Gabinete, 2021). In contrast, the essays at other levels are either unavailable or limited in size for given countries.

Third, the ICNALE-Written rigidly controls the prompts and tasks of the writing process, such as the writing topics, the time for writing an essay, and the length of an essay, thus guaranteeing a reliable source for our study. More precisely, each learner contributes two essays on the given topics (i.e., a part-time job for college students and non-smoking at restaurants) for about 200 to 300 tokens within 20 to 40 min (Ishikawa, 2011). The statistical overview of the final data used in the present study is shown in Table 1.

It is necessary to note that we integrated two paired essays written by the same learner due to the influence of text length on the calculation of Kolmogorov complexity. Specifically, complexity measurements are more robust and representative if they are based on larger texts (Ehret & Szmrecsanyi, 2016). Furthermore, as these texts share similar task complexity characteristics (e.g., writing genre, time pressure, and production mode), we propose that there should be no discernible differences between the two samples based on the trade-off hypothesis and cognition hypothesis (Foster & Skehan, 1996; Robinson, 2001).

3.2 | The calculation of Kolmogorov complexity

The Kolmogorov complexity of a text can be measured by the length of the shortest description to restate it using file compression programs (Li et al., 2004; Juola, 2008). Specifically, texts that can be compressed more efficiently hold a lower Kolmogorov complexity, whereas less compressible texts possess a higher Kolmogorov complexity (Ehret & Szmrecsanyi, 2019).

The following two strings are used to elaborate the calculation of Kolmogorov complexity. Although both Strings A and B contain 8 characters, String A can be compressed as 4 times ng, comprising 4 characters, while String B is uncompressible as it lacks any recurring pattern. Therefore, concerning Kolmogorov complexity, String A is less complex than String B.
### Table 1
Descriptive statistics of the data used in the study.

<table>
<thead>
<tr>
<th>Category</th>
<th>Countries/regions</th>
<th>No. of texts</th>
<th>Words per text</th>
<th>Sentences per text</th>
<th>Total words</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
<td></td>
</tr>
<tr>
<td>NS</td>
<td></td>
<td>200</td>
<td>449.80</td>
<td>42.37</td>
<td>89,959</td>
</tr>
<tr>
<td>EFL</td>
<td>China</td>
<td>105</td>
<td>490.17</td>
<td>63.92</td>
<td>51,468</td>
</tr>
<tr>
<td></td>
<td>Indonesia</td>
<td>83</td>
<td>473.66</td>
<td>50.90</td>
<td>39,314</td>
</tr>
<tr>
<td></td>
<td>Japan</td>
<td>49</td>
<td>451.67</td>
<td>41.38</td>
<td>22,132</td>
</tr>
<tr>
<td></td>
<td>South Korea</td>
<td>88</td>
<td>451.24</td>
<td>52.42</td>
<td>39,709</td>
</tr>
<tr>
<td></td>
<td>Taiwan</td>
<td>61</td>
<td>452.03</td>
<td>43.03</td>
<td>27,574</td>
</tr>
<tr>
<td></td>
<td>Thailand</td>
<td>100</td>
<td>472.55</td>
<td>58.44</td>
<td>47,255</td>
</tr>
<tr>
<td>ESL</td>
<td>Hong Kong, China</td>
<td>52</td>
<td>471.88</td>
<td>62.41</td>
<td>24,538</td>
</tr>
<tr>
<td></td>
<td>Pakistan</td>
<td>88</td>
<td>471.10</td>
<td>64.32</td>
<td>41,457</td>
</tr>
<tr>
<td></td>
<td>The Philippines</td>
<td>176</td>
<td>456.02</td>
<td>49.73</td>
<td>80,260</td>
</tr>
<tr>
<td></td>
<td>Singapore</td>
<td>134</td>
<td>491.97</td>
<td>56.63</td>
<td>65,924</td>
</tr>
<tr>
<td></td>
<td></td>
<td>450</td>
<td>471.51</td>
<td>58.11</td>
<td>212,179</td>
</tr>
</tbody>
</table>

A. ngngngng (8 characters) – 4 × ng (4 characters)
B. gald9G5x (8 characters) – gald9G5x (8 characters)

To facilitate the application of Kolmogorov complexity in linguistic research, Ehret (2017) introduced a compression technique based on Juola’s (2008) algorithm. In the current study, we replicated the pioneering work of Ehret (2017 pp. 43–82) regarding the newly proposed compression technique and the steps for calculating Kolmogorov complexity. To be specific, gzip (GNU zip, Version 1.11, https://ftp.gnu.org/gnu/gzip/) was employed to estimate the Kolmogorov complexity of each text at the overall, syntactic, and morphological level. Additionally, the scripts for implementing this compression technique can be accessed at GitHub: https://github.com/katehret/measuring-language-complexity.

### 3.2.1 Overall complexity

The overall complexity of a text is congruent with Miestamo et al.’s (2008) concept of global complexity, which includes the complexity of all levels of a language, thus addressing the entire structural complexity of a text.

To compute the overall complexity, we first assessed the file size (in bytes) before and after compression for each text. Subsequently, we employed a linear regression analysis with the uncompressed file size as the independent variable and compressed file size as the dependent variable, thus eliminating the correlation between them. This step yields the adjusted overall complexity scores (i.e., regression residuals) of sample texts: the higher the score, the higher the overall linguistic complexity is.

### 3.2.2 Morphological complexity

To assess the morphological complexity, we first randomly deleted 10% (a conventional percentage employed in previous studies; see Ehret & Taboada, 2021; Juola, 1998; Sadeniemi et al., 2008) of the characters before compressing the running texts. Then the distorted texts were compressed to identify how well or badly the compression technique...
deals with the distortion. Equation (1) displays the algorithm of morphological complexity.

\[
\text{Morphological complexity score} = -\frac{m}{c}
\]  

(1)

In Equation (1), \(m\) refers to the compressed file size after morphological distortion, and \(c\) is the original compressed file size. Considering that morphologically complex texts tend to contain a relatively larger number of word forms, they will be less affected by the distortion process than morphologically simple texts, for which distortion may negatively affect their compressibility. Therefore, comparatively bad compression ratios after morphological distortion indicate low morphological complexity, and vice versa.

3.2.3 Syntactic complexity

To calculate syntactic complexity, we randomly deleted 10% of all word tokens in each text. Then we compressed the distorted texts and obtained the syntactic complexity scores of given texts according to Equation (2).

\[
\text{Syntactic complexity score} = \frac{s}{c}
\]  

(2)

In Equation (2), \(s\) stands for the compressed file size after syntactic distortion, and \(c\) represents the file size before distortion. One point worth noting is that in the current study, syntactic complexity is understood as word order rigidity (Bakker, 1998): rigid word order suggests syntactically complex texts, while free word order is characteristic of syntactically simple texts. Syntactic distortion, then, disrupts word order regularities, resulting in random noises. Syntactically complex texts are greatly influenced, and their compression efficiency is compromised; syntactically simple texts, in contrast, are less affected due to a lack of syntactic interdependencies that could be compromised. Therefore, relatively bad compression ratios after syntactic distortion indicate high syntactic complexity.

This seems to be counterintuitive as one might intuitively assume that free word order, characterized by lower predictability, should be more complex than rigid word order. Nonetheless, we should bear in mind that, Kolmogorov syntactic complexity is computed indirectly since we measure to what extent distortion will affect the predictability of a text. If a text becomes less predictable after distortion, then it can be considered as syntactically complex. In this regard, rigid word order is regarded as Kolmogorov complex from a technical point of view (Ehret & Szmrecsanyi, 2019, p. 28).

3.3 Data processing

In this section, we depicted the procedures of data processing. All the procedures were carried out using homemade scripts in R, a programming language for data processing and statistical analysis.

3.3.1 Data collection

We extracted all the essays with B1_2 level (the upper-intermediate level) as well as the essays written by native speakers and combined the two paired essays by the same learner. This step produced 1136 texts, which were then used as the data.
3.3.2 Data cleaning

All running texts were lowercased, and non-alphabetical characters were removed (e.g., numbers, UTF-8 characters, and corpus markups), along with punctuation (e.g., dashes, commas, and hyphens). We did this because punctuations and non-alphabetical characters would compromise the compressibility of texts and thus increase their complexity. We retained the full stops and replaced other end-of-sentence markings (e.g., semicolons, exclamation marks, and question marks) with full stops. This is because full stops serving as the end markers of sentences are used to determine the linguistic units of random sampling in Kolmogorov complexity calculation. In addition, we manually checked all the possible mistakes resulting from the deletion of numbers and punctuations.

3.3.3 Kolmogorov complexity calculation

To generate a statistically robust result, we repeated the distortion and compression process for each text for 500 times. In each iteration, we employed random sampling, that is, randomly selected five sentences per text. We did this because random sampling keeps sample size constant, thus ensuring the comparability of linguistic metrics among texts of different sizes.

To measure the overall Kolmogorov complexity, we calculated the mean file sizes before and after compression across all iterations. Subsequently, a linear regression was performed, and the adjusted overall complexity scores for each text were calculated. For the morphological and syntactic complexity, we first calculated their scores for each text file in each iteration. Then, the average morphological and syntactic complexity scores for each text were computed across all iterations, respectively.

3.4 Statistical analyses

For the first research question, to determine the complexity differences between NS, ESL learners, and EFL learners, a non-parametric Kruskal–Wallis test was performed on each of the three linguistic measures (i.e., overall, morphological, and syntactic complexity) across the NS, EFL, and ESL groups. Kruskal–Wallis test was used because the Shapiro–Wilk test and Q–Q plots of the three complexity measures showed that none of them were normally distributed. Then, paired comparisons with Bonferroni correction were carried out to determine whether the differences were significant in the linguistic measures between every two groups (i.e., NS and ESL; NS and EFL; EFL and ESL).

For the second research question, we first conducted the Kruskal–Wallis test to examine the complexity differences between NS and the four ESL countries/regions. Then, Dunnett’s t-tests with Bonferroni correction were employed to determine whether there is a significant difference between NS and any of the four ESL countries/regions. The same statistical tests (i.e., Kruskal–Wallis tests and the following Dunnett’s t-tests) were adopted to determine the complexity differences between NS and the six EFL countries/regions. In addition, we fitted simple linear regression models to each linguistic complexity measure to further examine the predictive power of L1 backgrounds and speaker types on complexity scores.

4 RESULTS

This section first reports the linguistic complexity differences between the NS, ESL, and EFL groups, which were each regarded as a whole group. We then compared each of the four ESL countries/regions against the NS group, and also each of the six EFL countries/regions against the NS group to further examine the effects of L1 backgrounds on linguistic complexity.
TABLE 2  Descriptive statistics of complexity measures across the native speakers (NS), English as a second language (ESL), and English as a foreign language (EFL) groups.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Mean</th>
<th>SD</th>
<th></th>
<th>Mean</th>
<th>SD</th>
<th></th>
<th>Mean</th>
<th>SD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NS</td>
<td>ESL</td>
<td>EFL</td>
<td>NS</td>
<td>ESL</td>
<td>EFL</td>
<td>NS</td>
<td>ESL</td>
<td>EFL</td>
</tr>
<tr>
<td>Overall</td>
<td>6.554</td>
<td>0.139</td>
<td>−2.826</td>
<td>0.003</td>
<td>0.003</td>
<td>0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Syntactic</td>
<td>0.924</td>
<td>0.927</td>
<td>0.930</td>
<td>0.003</td>
<td>0.003</td>
<td>0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morphological</td>
<td>−0.964</td>
<td>−0.964</td>
<td>−0.963</td>
<td>0.009</td>
<td>0.010</td>
<td>0.011</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: Overall, overall complexity; Syntactic, syntactic complexity; Morphological, morphological complexity.

FIGURE 1  Paired comparisons across the native speakers (NS), English as a second language (ESL), and English as a foreign language (EFL) groups on overall complexity and syntactic complexity. [Color figure can be viewed at wileyonlinelibrary.com]

4.1  Linguistic complexity across the NS, ESL, and EFL groups

The descriptive statistics of the linguistic measures across the NS, ESL, and EFL groups are presented in Table 2. It is shown that the mean value of overall complexity followed the order of NS > ESL > EFL from the most complex to the least, while the order was reversed for syntactic complexity: NS < ESL < EFL. Regarding morphological complexity, the NS and ESL groups possessed almost the same mean value, but what is surprising is that EFL was the most complex: EFL > NS = ESL.

To determine whether there were any significant differences in linguistic complexity across the NS, ESL, and EFL groups, we conducted the Kruskal–Wallis tests. The results showed that speaker types had a significant effect on overall complexity ($H(2) = 203.93, p = 0.000, \eta^2[H] = 0.18$) and syntactic complexity ($H(2) = 357.15, p = 0.000, \eta^2[H] = 0.31$) with a large effect size. However, no significant difference was found across the NS, ESL, and EFL groups for morphological complexity.

To further determine the differences in linguistic complexity between any two groups (ESL and EFL; ESL and NS; EFL and NS), we performed paired comparisons with Bonferroni correction. The results with Bonferroni-corrected $p$ values are plotted in Figure 1.
As shown in Figure 1, there was a significant difference between any two groups for both overall complexity and syntactic complexity. Concerning the medians of complexity scores, the NS group produced essays with the highest overall complexity but the lowest syntactic complexity. In contrast, the essays written by the EFL group exhibited the highest syntactic complexity but the lowest overall complexity.

### 4.2 Linguistic complexity across various L1 backgrounds

The Kruskal–Wallis tests revealed significant differences among the NS group and the four ESL countries for all three complexity metrics. In addition, a large effect size was found both on overall complexity ($H(4) = 124.10, p = 0.000, \eta^2[H] = 0.19$) and syntactic complexity ($H(4) = 176.80, p = 0.000, \eta^2[H] = 0.27$), whereas small on morphological complexity ($H(4) = 22.46, p = 0.000, \eta^2[H] = 0.03$).

Subsequently, we employed follow-up paired comparisons to determine whether there were significant differences between NS and any of the four ESL countries/regions on the complexity metrics. Figure 2 shows the boxplots of complexity scores of NS and the four ESL countries/regions across the overall, syntactic, and morphological levels. Note that the median scores and the results of the pairwise comparisons between NS and any of the four ESL countries/regions were provided. The red dotted lines indicate the median scores of each complexity metric for NS.

All four ESL countries/regions had significantly lower overall complexity than NS, and all ESL countries/regions had significantly higher syntactic complexity than NS. Interestingly, Singapore ranked closest to NS, while Pakistan differed most from it in terms of overall and syntactic complexity. Regarding morphological complexity, Pakistan was significantly higher than NS, whereas the Philippines, Singapore, and Hong Kong showed no significant difference from NS.

Kruskal–Wallis tests showed significant effects of the L1 backgrounds of EFL learners on all three complexity measures: overall complexity ($H(6) = 258.30, p = 0.000, \eta^2[H] = 0.37$), syntactic complexity ($H(6) = 325.01, p = 0.000, \eta^2[H] = 0.47$), and morphological complexity ($H(6) = 81.50, p = 0.000, \eta^2[H] = 0.11$). The eta-squared estimates of overall complexity and syntactic complexity both exceeded 0.14, indicating a large effect size.
Follow-up paired comparisons were adopted to determine whether there were significant differences between NS and any of the six EFL countries/regions on the overall, syntactic, and morphological complexity. As shown in Figure 3, the median scores of all the six EFL countries/regions were significantly lower than NS in terms of overall complexity, but significantly higher in terms of syntactic complexity. In addition, among the six EFL countries/regions, China was the closest to NS in both overall and syntactic complexity. Concerning morphological complexity, all countries/regions showed no significant difference with NS except for China, which was the most morphologically complex among the EFL group, surpassing even the NS group.

To further determine whether the L1 backgrounds and English speaker types (i.e., NS, EFL, and ESL) significantly predict linguistic complexity scores, we fitted simple linear regression models across each complexity measure.

Results showed that both the L1 backgrounds and English speaker types significantly predicted the overall complexity (English speaker types: \( R^2 = 0.125, F(2, 1133) = 82.2, p = < 0.001 \); L1 backgrounds: \( R^2 = 0.189, F(10, 1125) = 27.4, p = < 0.001 \)) and syntactic complexity (English speaker types: \( R^2 = 0.293, F(2, 1133) = 235.8, p = < 0.001 \); L1 backgrounds: \( R^2 = 0.388, F(10, 1125) = 72.9, p = < 0.001 \)). As for morphological complexity, only the L1 backgrounds (\( R^2 = 0.076, F(10, 1125) = 10.4, p = < 0.001 \)) serves as a significant predictor.

In addition, the L1 backgrounds were generally a more powerful predictor than English speaker types, as the adjusted \( R^2 \) values for L1 backgrounds were larger than those of English speaker types in all three complexity metrics. Results also revealed that the effect of L1 backgrounds caused the greatest variation in syntactic complexity (\( R^2 = 0.388 \)) followed by overall complexity (\( R^2 = 0.189 \)) and morphological complexity (\( R^2 = 0.076 \)), suggesting that syntactic complexity is the most discriminatory metric among L1 backgrounds.

**5 | DISCUSSION**

Based on the ICNALE-Written, the present study first investigated the differences in linguistic complexity across the NS, EFL, and ESL groups. In addition, this study identified the influence of L1 backgrounds on linguistic complexity. To
our knowledge, this is the first study that utilizes an information-theoretic metric (here Kolmogorov complexity) to explore linguistic complexity differences between NS, EFL learners, and ESL learners. Some possible explanations and implications of our findings will be discussed in detail below.

5.1 Effects of English speaker types on linguistic complexity

Regarding the first research question, the current study found that when NS, EFL, and ESL were each regarded as a whole group, significant differences were detected between any two groups regarding overall and syntactic complexity. However, there was no significant difference across the NS, EFL, and ESL groups concerning morphological complexity.

Specifically, as regards overall complexity, results showed that essays written by NS were the most complex, followed, in decreasing order, by ESL and EFL learners. Such a result may relate to varying degrees of exposure to English. Specifically, for native speakers, exposure to the English language can occur anywhere and at any time. In ESL context, language learning occurs as a side effect of being involved in daily activities including living and working; hence, learners have frequent exposure to English (Pecorari, 2018). By contrast, in EFL context, English is principally acquired in the classroom via relevant class-related activities (Nayar, 1997), thus resulting in relatively limited exposure for learners. Therefore, the group with greater exposure to English (NS > ESL > EFL) is expected to produce more Kolmogorov complex essays.

When contrasted with overall complexity, the syntactic complexity scores exhibited a reverse ranking: NS < ESL < EFL. Syntactic complexity in the present study is associated with word order rigidity: rigid word order is considered as complex, whereas varied word order is treated as simple. Thus, our study indicates that EFL learners produce the writings with more rigid word order patterns. Considering the language input available to learners, this may result from the fact that EFL students acquire English primarily in the classroom and receive classroom-based and mostly form-focused instructions (Pecorari, 2018). As a result, extensive attention has been paid to the practice of grammatical patterns. Furthermore, students are encouraged to produce writings with memorized phrases and complex clauses, because they are made aware that sentences with sophisticated structures earn them higher marks. Therefore, EFL learners often use more complex syntax than native speakers, even though it is not necessarily appropriate.

Nevertheless, our findings are not consistent with those reported by Barrot and Gabinete (2021), who found that ESL learners produce more syntactically complex writings than EFL learners. This discrepancy might be due to the different linguistic aspects targeted by the complexity metrics employed. Specifically, complexity metrics used in Barrot and Gabinete (2021) address clausal subordination and phrasal complexification, while Kolmogorov syntactic complexity adopted in our study is related to word order rigidity. In this respect, Kolmogorov complexity may reveal unique features that may not be captured by other metrics, thus complementing the previous literature concerning L1-related complexity differences.

Another important finding is that no significant difference was found among the NS, ESL, and EFL groups on morphological complexity, indicating that essays written by NS did not exhibit more morphological forms than texts produced by EFL and ESL learners at the upper-intermediate level. These results further support the findings of Brezina and Pallotti (2016), who found that morphological complexity remains constant across native English speakers and non-native proficient English learners. Possible explanations might lie in the characteristics of the target language and learners’ proficiency levels (DeKeyser, 2016). Specifically, compared with languages like Italian that enjoy a rich array of inflectional endings, English possesses much fewer inflectional resources, which would be much easier for learners to acquire. Thus, learners’ inflectional diversity will remain constant once they reach a relatively high proficiency level.
5.2 Effects of L1 backgrounds on linguistic complexity

The second research question is to determine the differences in linguistic complexity within different L1 backgrounds. Our results showed that complexity variations exist among the four ESL countries and among the six EFL countries across the three complexity metrics, as compared with NS. Considering that all the texts were extracted from the same proficiency level, the intergroup variations in linguistic complexity may be accounted for by learners’ L1 backgrounds.

These results indicate the necessity of closer scrutiny of the effects of L1 backgrounds on linguistic complexity, which is in line with the findings of previous studies (Barrot & Gabinete, 2021; Ehret & Szmrecsanyi, 2019; Lu & Ai, 2015; Ortega, 2015). As argued by Lu and Ai (2015), learners with different L1 backgrounds, even for those at the same or comparable proficiency levels, might not develop in the same ways in syntactic complexity. Consequently, they proposed that the L1 backgrounds of L2 writers cannot be ignored, when examining syntactic complexity in L2 writing.

In addition, our results showed that in comparison to English speaker types, L1 background was a more highly predictive variable on all three complexity metrics, indicating that teachers should pay more attention to learners’ L1 backgrounds when attempting to incorporate pedagogical interventions into the L2 writing process. These results are consistent with those of Ehret and Szmrecsanyi (2019). They propose that L1 backgrounds serves as a strong predictor of overall complexity. Specifically, Ehret and Szmrecsanyi (2019) found that German learners of English produced more Kolmogorov complex essays in terms of overall and morphological complexity than others from French, Italian, or Spanish. It is noteworthy that our study used a learner corpus covering a much wider range of L1 backgrounds compared to that of Ehret and Szmrecsanyi (2019).

Moreover, among the four ESL countries, Singapore is the closest one to NS, while China is the closest to NS among the six EFL countries, either for overall complexity or syntactic complexity. The similar complexity level to NS shown by Singapore might be attributed to its English-based bilingual education policies and various campaigns promoting the use of English, such as the Speak Good English Movement launched in 2000. These practices may have facilitated Singapore’s integration into global communication and contributed to maintaining its reputation as a leading financial and commercial hub (Tang, 2020).

As for China, in accordance with the present result, previous studies have demonstrated that China outperforms even some ESL countries on given complexity metrics (e.g., phrasal complexity and sentential coordination) (Lu & Ai, 2015). This result may be explained by the fact that Chinese people have made great strides in their English language skills, as China has emerged as a major economic powerhouse. China attaches a great deal of importance to English study, since it contributes to one’s future career options and the pursuit of further education. It is believed that people who are proficient in English are more competitive than their peers.

6 CONCLUSIONS

Our study aims to explore how linguistic complexity differs between NS, ESL learners, and EFL learners by using a holistic and information-theoretic Kolmogorov complexity. Based on 2272 written essays in the ICNALE-Written, we investigated the variations of linguistic complexity (here overall, morphological, and syntactic complexity) between the NS, EFL, and ESL groups. In addition, we explored the effects of L1 backgrounds on linguistic complexity by investigating the complexity differences between NS and four ESL countries/regions, and between NS and six EFL countries/regions.

As for the first research question, results showed that overall, NS produced the most complex essays, followed in decreasing order by ESL and EFL, while the syntactic complexity exhibited a reverse order. These results may be attributed to the diverse degree and types of exposure to English across the three groups. Concerning morphological complexity, no significant difference was found between the NS, ESL, and EFL groups. As for the second research question, we found that with respect to overall complexity and syntactic complexity, Singapore and China displayed...
a similar complexity level to the NS group, possibly due to their heavy emphasis on English education and diverse practices to enhance the use of English. These results reveal a strong effect of L1 backgrounds on linguistic complexity.

The findings reported here shed new light on the linguistic complexity studies of L2 learners, which has several implications for both teachers and researchers alike. Pedagogically speaking, teacher awareness of L1-related differences in linguistic complexity in L2 writing is crucial for implementing effective L2 writing strategies tailored to learners with diverse L1 backgrounds. For researchers, our results suggest that they should be aware of why and when learners’ L1 backgrounds need to be considered in their research design.

In addition, our study provides methodological contributions to the current complexity literature. Specifically, Kolmogorov complexity is more global and comprehensive than traditional measures that only depict several specific linguistic features, or only cover certain aspects of linguistic levels (e.g., grammatical and lexical levels). Thus, this complexity measure is well suited for capturing the complex multidimensional nature of L2 complexity (Ehret & Szmercsanyi, 2016). Additionally, Kolmogorov complexity as a holistic and quantitative measure of text complexity is both more economical to obtain and arguably more objective than, for example, subjective complexity ratings of learner texts by expert evaluators.

The major limitation of this study is that we have only selected argumentative essays written by learners of 10 upper-intermediate level Asian countries/regions as the data. In the future, our findings could be enhanced by using other corpora on learner English that contain more countries and genres, or by examining other levels of students’ essays, thus further evaluating the validity and reliability of this methodology. Furthermore, we combined two essays by the same learner considering the effect of text length on the calculation of Kolmogorov complexity. However, this may weaken the study’s validity as topic influences linguistic complexity (Yoon, 2018); hence, future studies are warranted to examine the effect of topics on Kolmogorov complexity using a larger corpus.
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